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Problem Statement
• Given a new job posting p, the goal is to identify 

those users that (a) may be interested in receiving 

the job posting as a push recommendation and (b) 

that are also appropriate candidates for the given 

job 

• Challenge was focused on cold-start 

recommendation problem 

• Challenge consisted of two phases: offline 

evaluation and online evaluation, where 

recommendations were shown to real users
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Online Phase
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Recommendations Delivery Channels

• Activity Stream 

• Jobs Marketplace 

• E-Mails 

• Recruiter Tools 

• Push Notifications (main channel for online 

phase)
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Provided Data
• User Data 

• Item Data 

• User-Item interactions 

• Target Users 

• Target Items
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User Data
• ID 

• Keywords from current job title (obfuscated) 

• Career level 

• Discipline 

• Industry 

• Geography (country, region) 

• Working experience 

• Premium
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Item Data
• ID 

• Keywords from item title 

• Keywords from item description 

• Career level 

• Discipline 

• Industry 

• Geography 

• Employment 

• Working experience 

• Premium
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Interactions
• User ID 

• Item ID 

• Timestamp 

• Interaction type (click, delete, bookmark, etc..)
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Scoring
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Baseline solution
• Extract features from user-item interactions 

• Target - positive interaction 

• XGBoost 

• Features: 
- number of matches in ids (int) 
- discipline match (binary) 
- career level match (binary) 
- industry match (binary) 
- country match (binary) 
- region match (binary) 

• Score - 10004
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Content-Based User Profiling: Title Match
• Score pairs with non-empty title intersection 

• For each token t calculate 3 IDF-like measures on User Title, Item Title 

and Item Tags: 

• Total token score is calculated as following: 

• Pair score is a sum of token scores in title intersection:
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Content-Based User Profiling: User Interest Title Match
• Quite similar to previous, but use user interactions history 

• Calculate similarity between titles / tags of clicked items
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Content-Based User Profiling: Rankers
• Base score is calculated as mentioned above 

• Ranker is some multiplicative weight, based on similarity of user/item 

parameters 

• Career Level Ranker 

• Discipline Ranker 

• Industry Ranker 

• User Behaviour Ranker 

• Premium Ranker
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Content-Based User Profiling: Career Level Ranker

• Career Level Difference: CLD(u, i) = |UCL - ICL|
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Content-Based User Profiling: Discipline & Industry Rankers

• On exact field match multiply score by w > 1 

• Otherwise multiply score by w < 1
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Content-Based User Profiling: User Behaviour Ranker
• Good feature - user clicked on the item with same features 

• Positive / Negative actions ratio 

• User was recently active (only offline phase) 

• User have already clicked on this item (only offline phase)
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Content-Based User Profiling: Premium Ranker
• Premium users & items contribute more to target 

metric 

• Increase weight for such users / items
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Content-Based User Profiling: Final Predictions
• Score all user-item pairs 

• Apply rankers 

• Threshold scores by some value 

• Take top-100 users for each item 

• Works pretty fast (~30 min) 

• Offline score: 32493
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Matrix Factorization & Local Collective Embeddings
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Local Collective Embeddings
• Let A - nearest neighbour graph with n edges (nearest item pairs): 
 
 
 
 
 

• Optimization Problem:
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Final Ensembling
• Weighted sum of two models: score = 0.8 * scoreLCE + (scoreCB)0.15 

• +8.1% on local validation 

• Scores were much lower on the last two weeks, so final results include only CB-model
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Offline Phase Results
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Online Phase Results
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