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Sequence models in NLP

Outline:

● Models Zoo

○ Hidden Markov Model

○ Maximum Entropy Markov Model 

○ Linear-chain CRF

● Applied tasks

○ Features engineering for NER

○ POS-tagging in NLTK



Sequence modes in NLP

● Independent classifier for every position
● Graphical model

○ generative (HMM aka Naive Bayes)
○ discriminative (MEMM, CRF aka Logistic Regression)



Recap: Naive Bayes

Model (x - feature vector, y - one label):

● Training: estimate probabilities by likelihood maximization

● Inference: y* = argmax p(y, x)



Hidden Markov Model

Model:

● Training: Baum-Welch algorithm

○ E-step: Forward-Backward (expectation over hidden variables)

○ M-stem: Likelihood maximization (update parameters)

● Inference (decoding): Viterbi algorithm



Recap: Logistic Regression (MaxEnt)

Model:

In other notation:

Training: conditional likelihood maximization (e.g. by SGD)



Maximum Entropy Markov Model

Model:

Training: convex optimization e.g. SGD + EM-algorithm

Inference (decoding): analogue to Viterbi algorithm



Feature engineering

● Categorical features
● Label-observation features
● Edge-observation and node-observation features
● Features from different time stamps
● Boundary labels
● Features as backoff
● Unsupported features
●  ...



Linear chain CRF

Model:

● Undirected graphical model 
● Conditional probability from HMM is equal to CRF 

with particular choice of feature functions 
● Inference: e.g. belief propagation
● General case:



Models zoo summary



Common NLP sequence tasks

● Part-Of-Speech tagging (POS)
● Chunking (e.g. noun groups)
● Named Entity Recognition (NER)
● Word Sense Disambiguation (WSD)
● Syntax (shallow parsing)
● Semantic Slot Filling
● ...



POS tags (Penn Treebank)



NER tags (CoNLL 2003 shared task)

U.N. official Ekeus heads for Baghdad.

PER, ORG, LOC, MISC labels + BIO-notation



Feature engineering



Implementation details



Practice (next time)

● POS-taggers in NLTK

● Viterbi algorithm 

● Language modeling


