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Atari console

Atari 2600

Figure: Atari 2600 with joystick

e CPU: 1.19MHz
o RAM: 128 bytes
o Controller: stick with 8 positions, 1 button (18 actions)
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Atari console

Figure: Atari 2600 game: Breakout
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Reinforcement Learning

Reinforcement Learning

@ agent (which sees states and rewards and decides on actions)
@ environment (which sees actions, changes states and gives

rewards)
™| Agent
state rewa rd action

St ! a,

PRty
' s | Environment \<—
1

The agent’s goal is to maximize the discounted sum of rewards
during the game

blog.deepsense.ai
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Reinforcement Learning

e Environment £ (can be stochastic)

@ Action a; € A={1,...,K}

o Image of emulator’s internal state x; € RY
°

Observation s; = x1,a1, X2, a2, ..., X¢—1, dt—1, Xt
T

e Future discounted return: Ry = > fyt'*trt/
t'=t
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Q-values

Q-values

@ Let's assume that the agent’s strategy (the choice of the
action in a given state) is fixed.

@ Q-value of a state-action pair (s, a) is the cumulative
discounted reward the agent will get if it is in a state s,
executes the action a and follows his strategy from there on:

Q(s,a) = mngS/Ng [Rt’st =s,a; = a,7r]

If a strategy is optimal, the following holds:

Q(St, at) = Es/Ng rt —+ Yy mE/]X Q(5t+1, a')|st, a
a
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Q-learning

Q-learning

If the environment £ is not stochastic:

Q(st, at) = re + v max Q(se11, a')
a

Such equation leads to a simple algorithm (Q-learning):

1 for all (s,a):
z Qls. a] = @ #initialize g-values of all state-action pairs
3 for all s:

4 P[s] = random_action() #initialize strategy

n pairs R[s, a] and

mo

sume

next_state(s, a)

to the state

8 earns;
g ing behaviors,
12 s 90002

experim

d

gamma
o far goals
, 1n our experiments ©.95

repeat until convergence:

16 1. for all s:

1 P[s] = argmax_a (R[s, a] + gamma * max_b(Q[next_state(s, a), b))

18 2. for all (s, a):

] Q[s, al] = alpha*(R[s, a] + gamma * max_b Q[next_state(s, a), b]) + (1 - alpha)Q[s, al
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Q-learning

Q-learning

Q-learning:

@ solves the problem for simple games (like Tic-Tac-Toe)

o g
X&|e

Xlo

@ is a correct algorithm

@ but not an efficient one
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Deep Q-learning

Q-learning optimization

We need some form of generalization: when we learn about the
value of one state-action pair, we can also improve our knowledge
about other similar state-actions.

The deep Q-learning algorithm uses the convolutional neural
network as a function approximating the Q-value function.
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Deep Q-learning

Deep Q-Network
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Figure: Schematic illustration of the convolutional neural network. Input
- 210 x 160 images in colour. Output - up to 18 dimensional vector

doi:10.1038/naturel4236
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Deep Q-learning

Loss function

Let us consider:
@ 0 is the vector of Deep Q-Network’s weights
o Q(s, a; ) is the approximate of Q-value.

A Q-network can be trained by minimising a sequence of loss
functions L;(0;) at iteration number i

L,‘(Q,’) = ]E(s,a)wp(~) |:()/i - Q(S, a, 01))2] )

where yj = Eg ¢ [r +vmaxy Q(s',a;6i_1)|s, a] and p(s,a) is a
behaviour distribution.
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Deep Q-learning

Loss function gradient

Differentiating the loss function with respect to ; we get:

Vo, Li(07) = E(s aymp()s~el{r +7max Q(s', a5 0i-1)—
Q(s,a;0i)} - Vo, Q(s,a;01)] (1)

Rather than computing the full expectations in the above gradient,
it is often computationally expedient to optimise the loss function
by stochastic gradient descent.
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Deep Q-learning

Experience replay

@ Agent's experiences at each time-step e; = (s¢, at, rt, St+1)

@ Data-set D = ¢, ..., ey pooled from many episodes into
replay memory

e Function ¢(s) produces fixed length representation of history
(input to neural network)
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Deep Q-learning

Algorithm: Deep Q-learning with Experience Replay

Initialize replay memory D to capacity N
Initialize action-value function  with random weights
for episode = 1, M do
Initialise sequence s; = {z1 } and preprocessed sequenced ¢1 = ¢(s1)
fort=1,T7do
With probability € select a random action ay
otherwise select a; = max, Q*(¢(s;), a; 0)
Execute action a; in emulator and observe reward r; and image ;1
Set 8441 = S¢, ay, ¥441 and preprocess o1 = G(S¢41)
Store transition (¢, a, 74, ¢p41) in D
Sample random minibatch of transitions (¢, a;, 7, ;1) from D

Sety; = Tj ‘ , for terminal ¢; 41
! r; +ymaxy Q(¢j41,a";0) for non-terminal ¢, |
Perform a gradient descent step on (y; — Q(¢;, a;; ﬁ))2
end for
end for

https://arxiv.org/pdf/1312.5602.pdf
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Results

Video Pinball:
Boxing | [{7a7% -
Breakout _|

Star Gunner
Robotank |
Atlantis 7|
Crazy Climber |
Gopher |
Demon Attack |
Name This Game _|
Krull
Assault
Road Runner |
Kangaroo |
James Bond |
Tennis |
Pong |
Space Invaders |
Beam Rider |
Tutankham |
Kung-Fu Master
Freeway |

doi:10.1038/naturel4236
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Deep Q-learning

Results

Freeway ]
Time Pilot |
Enduro |
Fishing Derby |
Up and Down |
Ice Hockey |
Qbert |
HER.O.7
Asterix |

Battle Zone |
Wizard of Wor |
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Chopper Command | @ll—
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-
-
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At human-level or above

Below human-level

Centipede |
Bank Heist |
River Raid |
Zaxxon
Amidar |
Alien |
Venture |
Seaquest | [J25%
Double Dunk | ==
Bowling q 14%
Ms. Pac-Man |
Asteroids |
Frostbite | ke
Gravitar | fis% m
Private Eye |F2%
Montezuma's Revenge | [

doi:10.1038/nature14236
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Tricks

DQN + RAM

The idea is to use RAM (128 bytes) instead of game screens
This makes task easier as input is much smaller
The information about the game may be hard to retrieve

The results are comparable (in two games higher, in one lower)
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" Tricks

Epsilon-greedy strategy

The first decisions, made with little information, would be
reinforced and followed in the future, because we’d stick to these
actions for the first states, as their value estimation would be
positive (and for the other actions would be nearly zero).

The solution is to use epsilon-greedy strategy: this means that at
any time with some small probability € the agent chooses a random
action instead of the best action according to Q-value.

Epsilon decay is also useful: we start learning from high € ~ 1 and
gradually decrease it to a small value.
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Tricks

Frameskip

o Console generates 60 FPS

@ The idea is to repeat one action over N frames and skip N — 1
frames.

@ Makes learning few times faster.

@ N can be 4, 8 or even 30 in some games
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Reference

Deepsense.ai blog
Project at github
Playing Atari with Deep Reinforcement Learning

Human-level control through deep reinforcement learning

Kulaga Roman Playing Atari with Deep Q-learning


https://blog.deepsense.ai/playing-atari-on-ram-with-deep-q-learning/
https://github.com/sygi/deep_q_rl
https://arxiv.org/abs/1312.5602
https://storage.googleapis.com/deepmind-media/dqn/DQNNaturePaper.pdf

	Atari console
	Reinforcement Learning
	Q-values
	Q-learning
	Deep Q-learning
	Tricks

