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L Introduction

Goals

When choosing the optimal complexity of the method for
constructing decision functions, an important tool is the
decomposition of the quality criterion into bias and variance.

Here we obtain an expression for the variance component for the
kNN method for the linear regression problem in the formulation
when the “explanatory” features are random variables.

In contrast to the well-known result obtained for non-random
“explanatory” variables, in the considered case, the variance may
increase with the growth of k.
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L Introduction

Desired properties of decomposition
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This is not always the case.
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LBias—variance decomposition

Regression problem

Let X be the space of values of variables used for forecasting,
and Y be the set of values of the predicted variable.

All variables are random variables with some joint distribution
function.

Decision function is a mapping f: X — Y.

The decision function is constructed based on some training
sample of size N

SN = ((wwayw)aw :177]\[) .

For the decision function as a whole, the quality criterion will be
MSE, i.e.

R(f(-)) = Eayly — f(2))*.

By this criterion, the optimal solution will be a regression
function, i.e. a conditional mathematical expectation.
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LBias—variance decomposition

Classical statement

In the classical statement of regression problem, the values of X
are not random. Only the target variable is random, which is
represented as

y(z) = f(z) + 0, (1)

where f(z) is some unknown function, and § is a random

variable with zero mean and variance 2.
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|—Bias—variance decomposition

Bias-Variance decomposition

For arbitrary independent random variables u and v (if the
corresponding moments exist), the identity holds

E(u —v)? = Du+ (Eu — Ev)? 4 D,

where D denotes variance, i.e. Du = Eu? — (Eu)?.
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LBias—variance decomposition

Bias-Variance decomposition

Let’s fix a point x of the feature space and substitute u = y |z,
v = f(x). Since f(x) is constructed on a random sample, v is a
random variable. Then we get

ESMy\m(y - f(x))Q =

Dy |2y + (Ey |2y — Esy f(2))? + Dgy f(2). (2)

The notation Eg, |, means that the expectation is taken over
all samples of size IV and over the conditional distribution on
the target variable y at the point . So, a subscript at operators
E or D indicates the domain for averaging.

We obtain that in this formulation is the decomposition of MSE
into “noise”, bias and variance.
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LBias—variance decomposition

Decomposition for kNN

A number of sources (e.g. Hastie... The Elements of Statistical
Learning) provide the following decomposition formula for the
kNN method

2

k 2
EsN,yz(y—f(x))2=< %Zm ) +o- 4% ()

where &;(x) is the coordinates of the i—th “neighbor” of a point z.
The second term in this decomposition is proposed to be
interpreted as a variamnce.

The variance component in 3 decreases monotonically with the
growth of k, i.e. it increases with increasing complexity, since
the complexity characteristic for kNN is opposite to k£ and can
be, for example, ¢
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LBias—variance decomposition

Random features case

Consider now “explanatory” features to be random.
Let X =[0,1]" and y = x1 + §, where z = (x1,...,x,) € X.

We consider the model f (x) = x1 as a linear regression model
without loss of generality because any linear model may be
converted to it via proper transformation of features.

Suppose that x; are independent random variables, z; ~ U(0, 1).
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|—Bias—variance decomposition

kNN regressions for different samples
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The bias

is close to 0.
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Decomposition for the random features case

Proposition. For the inner points of X, there is:

1 2
ESN,yz(y_f($))2:D[kZ£i(w) +%+02, (4)
=1
where
1 (N9 % 2 k—m P
D[kggz@)]fv i 2 r(m ) (5)
and .
N =NVo, V‘)*znr(ug)

The decomposition is asymptotically exact as N — oo.
Here Vj is the volume of n-dimensional ball of diameter 1.
The first two terms in 4 are the variance, the last one is noise.
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LBias—variance decomposition

Special case

For n =1 the formula 5 get

(k+1)(k+2)
[ 2 & ] ~

In contrast to 1, the resulting decomposition has a
monotonically increasing (close to linear growth) term in the
variance component.

This term provides the possibility of decreasing variance with
increasing complexity.
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LBias—variance decomposition

Properties

For n = 2 the formula 5 get simple

1< k41
D [k: ;gi(x)] = 4Nk

We can see that the variance for kNN demonstrates different
behavior depending on dimensionality.

m By n =1 the variance increases as k increases.

m By n = 2 the variance tends to a positive constant
as k — oo.

m By n > 2 the variance tends to zero.
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LOﬁOCHOBaHHe METOOB 4epe3 Pa3JI0zKeHUe

«ObocroBanmey 3PPHEKTUBHOCTH CIIydaitHOrO Jieca

CpaBHEUBaeM 10 TOYHOCTH TPHU BapUaHTa perrarIneil pyHKINN.

m OxH0 «0OBIUHOE» JIEPEBO.

m OJHO <«IUIOXO0€» JIepeBO (IOCTPOEHO MO MCKAKEHHOM
BBIOODKE).

m ArcamO/Ib «IUTOXUX» JI€peBbeB (CaydaifHblii jec).

Jlerxo jgokazarh, aro 3 Jydine yem 2, HO HUOTKY/I3 He CJIeyer,
uro 3 jgyuiie 1, TOCKOJBKY cMelrenne u pa3bpoc B 2 GoJibiire
qem B 1.
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LOﬁOCHOBaHHe METOOB 4epe3 Pa3JI0zKeHUe

«ObocuoBanue» apdekTuBHOCTH OyCTUHTA,

CpaBHEUBaeM [0 TOYHOCTH TPH BapuaHTa perrarolneil hyHKInN.

m OO0 «0bbIYHOEY» JIEPEBO.

m O7HO mepeBo, KOTOpoe BOODITE He TOAUTCA B KATeCTBE
CaMOCTOATEIBHOTO PEIIeHst (He TPOrHO3UPYET TIETCBYT0
HEPEMEHHYT0, & «UCHPABIAET ONMOKUY TIPEIBIYIINX ).

m Ancambiib «HECAMOCTOSITEIBHBIX> JlepeBbes (boosting).
JIeTKo OBEPUTDH, UTO 3 JyHUIle YeM 2, HO HUOTKYIa He CJIeVeT,

aT0 3 siyunie 1, MTOCKOMBKY cMmerenue B 2 60bine deMm B 1 u
JIEPEBbST 3ABUCUMBI.
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LOﬁOCHOBaHHe METOOB 4epe3 Pa3JI0zKeHUe

«ObocroBanmey 3PPHEKTUBHOCTH KOMITO3UIIHT

Tekyiee cocTosiHEE BOTIPOCA.

m Komno3unuu Kak IpaBuio meificTBUTebHO 3P deKTuBHEE
OTJIeJIbHBIX METOJIOB.

m Pazjoxxenue Ha cMeleHne U pazbpoc BEPOSTHO OTPAXKAET
HEKOTOPYIO WHTYUITUIO, CTOAIILYIO 38 dTUM (HaKTOM.

m OfHaKO, TanHasg KOHCTPYKITUS He TIO3BOIIET J0KA34Mb, ITO
KOMITO3UITNN U JOJKHBI ObITh 9 hekTHuBHEE.
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I—Decomposition onto adequacy and stability

Alternative decomposition

Such undesired properties of bias-variance decomposition
encourage to search alternatives.

As such alternative might be considered another decomposition
of the error: into a measure of adequacy and a measure of
stability, that was proposed by G.S. Lbov and N.G. Startseva
(Complexity of Distributions in the Classification Problem.
Doklady RAS, 1994, vol. 338, no. 5, pp. 592-594).

The idea of the approach is to decompose the error into the
approximation error and the statistical error.
The components of this decomposition are obviously monotonic.
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I—Decomposition onto adequacy and stability

Adequacy and stability measures

The idea behind the approach is to decompose the error into an
approximation error and a statistical error.

The more complex class of decision functions, the more
accurately it can potentially approximate optimal solution, but
the actual accuracy may decrease due to statistical error when
solution is built on sample.

The basic concept of this decomposition is the asymptotic
average risk or the asymptotic value of the average quality

Foo(Q) = lim Fi(Q). (6)
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I—Decomposition onto adequacy and stability

Adequacy and stability measures

The measure of adequacy is the difference between the
asymptotic mean risk and the Bayesian risk. This measure
shows how good a solution the method could give in the case of
an unlimited sample (or when constructing solutions on the
distributions themselves).

The measure of statistical stability is the difference between the
average risk and the asymptotic one.
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I—Decomposition onto adequacy and stability

Approximational and stochastic errors

Note that it would be more correct to call the introduced
components a measure of inadequacy (approximational error)
and a measure of instability (statistical error), since they
characterize error rather than accuracy. To avoid terminological
inconveniences, we will also use the terms approximation error
and statistical estimation error.

The Bayesian level of error (risk) is exactly what in the
equation 2 called noise.

We see that the decompositions are similar: both have three
components, one of which (noise) coincides.
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LLearning on distributions

Learning on distributions

To estimate the measure of adequacy we need to learn model on
distributions instead of samples.

All methods (that I know) can use distributions instead of
sample.

For SVM this is not obvious, but SVM is equivalent to some
unconditional optimization.

Now we show some examples for the gradient boosting been
learned on distribution, when the probabilities were expressed
by sample weights.

Usually, gradient boosting can overtrain infinitely, but in the
cases below it converges.
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|—Learning on distributions

Regular weighted “sample” as a distribution
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Ply=1|lz € E)=P(y=0|z ¢ E) =0.9, E is the ellipse,

XTj ~ U(—l, 1).
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I—Learning on distributions

Gradient boosting solution
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max_depth = 2, n_estimators is 15 and 1000 correspondently.
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I—Learning on distributions

Gradient boosting on stumps

-1.00 -0.75 -050 -0.25 000 025 050 075 100 -100 -0.75 -0.50 -025 000 025 050 075 100

X1 X1

max_depth = 1, n_estimators is 15 and 1000 correspondently.
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LLearning on distributions
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L Conclusions

Conclusions

m We obtain an expression for the variance component for the
kNN method for the linear regression problem in the
formulation when the “explanatory” features are random
variables.

m Comparison of two decompositions was carried out: for bias
and variance and for measure of adequacy and stability.

m [t is shown that with increasing complexity, the bias can
increase, and the variance can decrease, while the
decomposition into the measure of adequacy and stability
always has a “canonical” form.

m Non-trivial observations can be made when training models
on distributions.
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