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Subjectivity types
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Applications

Sentiment analysis - extraction of attitudes

Detecting moods examples:

detecting whether a student is confused, engaged, or certain
when interacting with a tutorial system
whether a caller to a help line is frustrated
whether someone's blog posts or tweets indicated depression

Detecting interpersonal stances examples:

friendliness or awkwardness in interviews
friendliness/hostility during meetings
�nding parts of a conversation where people are especially
excited or engaged

for e�cient summarization

Detecting the personality of a user - match communication

style of conversational agents
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Lexicons

Simplest lexicons match words to 1-D sentiment.

General Inquirer: 1915 positive words and 2291 negative words

MPQA Subjectivity lexicon: 2718 positive and 4912 negative
words

also labeled for reliability (strongly subjective or weakly
subjective)

Example:
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Semi-supervised algorithms for word labelling

Table of Contents
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4/32



Analysis of subjectivity. - Victor Kitov

Semi-supervised algorithms for word labelling

General semi-supervised algorithm

Lexicon can vary from domain to domain

Building lexicon purely from human e�ort is expensive

General semi-supervised algorithm
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Semi-supervised algorithms for word labelling

3 semi-supervised approaches

3 semisupervised approaches.

Using seed words and adjective coordination
Using mutual information
Using WordNet synonyms and antonyms
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Semi-supervised algorithms for word labelling

Using seed words and adjective coordination

1 Semi-supervised algorithms for word labelling

Using seed words and adjective coordination

Using mutual information

Using WordNet synonyms and antonyms
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Semi-supervised algorithms for word labelling

Using seed words and adjective coordination

Using seed words and adjective coordination2

1 Create seed lexicon of positive (+) and negative (-) adjectives
2 Expand list of +,- adjectives with new adjectives:

adjectives cojoined by AND have similar polarity

e.g. fair and legitimate, corrupt and brutal

adjectives cojoined by BUT have opposite polarity

e.g. fair but brutal

morphological negation: un-<adjective>, im-<adjective>,
<adjective>-less change polarity of adjective

e.g. adequate/inadequate, thoughtful/thoughtless

2Hatzivassiloglou and McKeown (1997)
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Semi-supervised algorithms for word labelling

Using seed words and adjective coordination

Using seed words and adjective coordination

1 Build graph: adjectives - nodes, connections - polarity
connection, weight - same or opposite polarity

1 approach 1:

connect with weight 1 words used with AND
connect with weight -1 words used with BUT

2 approach 2

train 2 classi�ers, predicting for pair of words probability they
have same polarity or opposite polarity.
features: words, how they were used together, morphological
features (a�xes)
using classi�ers predict weight of polarity connection on the
graph

2 Cluster graph nodes into 2 clusters: + and -.
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Semi-supervised algorithms for word labelling

Using seed words and adjective coordination

Example
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Semi-supervised algorithms for word labelling

Using mutual information

1 Semi-supervised algorithms for word labelling

Using seed words and adjective coordination

Using mutual information

Using WordNet synonyms and antonyms
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Semi-supervised algorithms for word labelling

Using mutual information

Using mutual information3

1 Extract words or 2 words phrases for their polarity prediction

phrases extracted with POS pattern: adj+noun, adv+adj, etc.

2 Init seed words, e.g. +: excellent. -: poor
3 + words closely co-occur with 'excellent', - words closely

co-occur with 'poor'

co-occurence context: within k words of each other
measure of co-occurence - PMI

PMI (w , s) = ln
p(w , s)

p(w)p(s)

3Turney (2002)
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Semi-supervised algorithms for word labelling

Using mutual information

Using mutual information

Web-search to �nd probabilities:

p(w) =
hits(w)

N
p(w , s) =

hits(w NEAR s)

kN

N: words in the web
k : co-occurence context length
each word pair can be near to each other in k di�erent ways.

PMI estimation:

PMI (w , s) = ln

(
N

k

hits(w NEAR s)

p(w)p(s)

)
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Semi-supervised algorithms for word labelling

Using mutual information

Polarity estimation

polarity(w) = PMI (w ,′ excellent ′)− PMI (w ,′ poor ′) =

= ln

(
N

k

hits(w NEAR ′excellent ′)

p(w)p(′excellent ′)

)
− ln

(
N

k

hits(w NEAR ′poor ′)

p(w)p(′poor ′)

)
= ln

(
hits(w NEAR ′excellent ′)p(w)p(′poor ′)

hits(w NEAR ′poor ′)p(w)p(′excellent ′)

)
= ln

(
hits(w NEAR ′excellent ′)p(′poor ′)

hits(w NEAR ′poor ′)p(′excellent ′)

)
Examples learned from bank reviews:
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Semi-supervised algorithms for word labelling

Using WordNet synonyms and antonyms

1 Semi-supervised algorithms for word labelling

Using seed words and adjective coordination

Using mutual information

Using WordNet synonyms and antonyms
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Semi-supervised algorithms for word labelling

Using WordNet synonyms and antonyms

Using WordNet synonyms and antonyms

1 init pos-words, neg-words
2 repeat:

1 extent pos-words with

synonims of pos-words
antonyms of neg-words

2 extent neg-words with

synonims of neg-words
antonyms of pos-words
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Semi-supervised algorithms for word labelling

Using WordNet synonyms and antonyms

SentiWordNet

Extension of this algorithm was used to assign polarity to
WordNet synsets

1 7 pos and 7 negseed words were selected
2 pos and neg words were extended using synonymy, antonymy,

see-also relationships
3 on extended training set a classi�er was trained, matching

synset gloss to its polarity
4 classi�er was applied to all synsets of WordNet
5 �nal classi�cation is based on predicted polarity of synset and

connected synsets on the WordNet graph

using connectivity measures, involving random walk algorithm
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Semi-supervised algorithms for word labelling

Using WordNet synonyms and antonyms

SentiWordNet

WordNet with extended polarity was called SentiWordNet4

Example:

4Baccianella et al., (2010).
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Supervised learning of words polarity

Table of Contents

1 Semi-supervised algorithms for word labelling

2 Supervised learning of words polarity
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Supervised learning of words polarity

Supervised learning of words polarity

Use online reviews datasets, having text and rating of items
e.g. reviews for restaurants, movies, books, or other products

Example
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Supervised learning of words polarity

Words

Let c denote rating of the review

pos-words appear more in 5-star reviews

neg-words appear more in 5-star reviews

More informative measure - distribution of word over stars:
p(c |w)

can extract wekly positive or weakly negative words

Alternative: Potts score5

PottsScore(w) =
p(w |c)∑
c p(w |c)

5Potts (2011).
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Supervised learning of words polarity

Potts scores or di�erent words
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Supervised learning of words polarity

Potts scores for adverbs
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Supervised learning of words polarity

Log odds ratio informative Dirichlet prior6

Suppose we have texts from 2 categories:
pos/neg reviews
speeches from Democratic/Republican party
etc.

Task - distinguish characteristic words frequent in 1 category

and infrequent in another.

Log odds ratio informative Dirichlet prior:

δ
(i−j)
w = ln

(
y iw + αw

ni + α0 − (y iw + αw )

)
−ln

(
y jw + αw

nj + α0 − (y jw + αw )

)
ni : size of corpus i , y i

w : count of word w in corpus i
α0: size of background corpus, αw : count of word w in
background corpus

This measure estimates the di�erence in frequencies of word w
in cropora i and j .

6Monroe et al. (2008)
24/32



Analysis of subjectivity. - Victor Kitov

Supervised learning of words polarity

Log odds ratio informative Dirichlet prior

Var [δ̂
(i−j)
w ] ≈ 1

y iw + αw
+

1

y jw + αw

We can order words by δ
(i−j)
w /

√
Var [δ̂

(i−j)
w ]

Key ideas of this approach:

smoothing using background corpus
accounting for word variance.
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Supervised learning of words polarity

Example

Application of this approach to words in 1-star and 5-star reviews

on restaurants:
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Supervised learning of words polarity

Baseline sentiment analysis

Simple sentiment analysis algorithm:

1 calculate

f + =
∑

w∈pos.words
θ+w count(w)

f − =
∑

w∈neg .words
θ−w count(w)

2 rule-based prediction (for some threshold λ > 0)

sentiment =


+ if f +

f − > λ

− if f −

f + > λ

0 otherwise

We can use f +, f − as features in supervised classi�cation.
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Supervised learning of words polarity

Emotions

Emotion theories:
1 all emotions consist of basic emotions: surprise, happiness,

anger, fear, disgust, sadness.
2 emotions are points in 3-D coordinates:

valence: the pleasantness of the stimulus
arousal: the intensity of emotion provoked by the stimulus
dominance: the degree of control exerted by the stimulus
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Supervised learning of words polarity

Examples

Datasets for emotions are crowdsourced.

Sample datset of 1st emotions categorization: words:
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Supervised learning of words polarity

Examples

Sample datset of 2nd emotions categorization:

Other perceptions: strong vs. weak, active vs. passive,

overstated vs. understated

Other categories: virtue-vice, motivation, concrete-abstract

(banana, bath vs. belief, although)
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Supervised learning of words polarity

Personality

Extroversion vs. Introversion: sociable, assertive, playful vs.

aloof, reserved, shy

Emotional stability vs. Neuroticism: calm, unemotional vs.

insecure, anxious

Agreeableness vs. Disagreeableness: friendly, cooperative vs.

antagonistic, fault- �nding

Conscientiousness vs. Unconscientiousness: self-disciplined,

organized vs. ine�cient, careless Openness to experience:

intellectual, insightful vs. shallow, unimaginative

Openness to experience: intellectual, insightful vs. shallow,

unimaginative
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Supervised learning of words polarity

Personality datasets

Dataset - text written by authors, who have also completed a

psycological test.

The essay corpus of Pennebaker and King (1999) consists of

2,479 essays (1.9 million words) from psychology students who

were asked to �write whatever comes into your mind�.
Example:

neurotic: One of my friends just barged in, and I jumped in
my seat. This is crazy. I should tell him not to do that again.
I'm not that fastidious actually. But certain things annoy me.
The things that would annoy me would actually annoy any
normal human being, so I know I'm not a freak.
emotionally stable: I should excel in this sport because I know
how to push my body harder than anyone I know, no matter
what the test I always push my body harder than everyone
else. I want to be the best no matter what the sport or event.
I should also be good at this because I love to ride my bike.
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