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Introduction

Invent new algorithm for every problem, which ”standard”
algorithms do not support? → Code this algorithm from scratch.
or
Create meta algorithm that ”reduces” new problem to standard
problem? → Reuse existing state of the art implementations of
base algorithms to implement your meta algorithm.



Introduction

Examples of reduction:

1. Multiclass classification → Binary Classification

2. Importance weighted classification → Binary Classification

3. Ranking → Classification

4. Structured prediction → Binary Classification

5. More reductions here

http://hunch.net/~jl/projects/reductions/reductions.html


Imitation learning and Structured prediction with DAgger

Figure: Super Mario Bros / 2009 AI competition

{0, 1} actions: Jump, Right, Left, Speed. Video

http://www.youtube.com/watch?v=anOI0xZ3kGM


Imitation learning and Structured prediction with DAgger

Core definitions:

1. Π - class of policies learner is considering

2. T - task horizon

3. d t
π - distribution of states if learner executed π from step 1 to

t-1. Average distribution of states - dπ = 1
T

∑T
t=1 d

t
π

4. C (s, a) ∈ [0, 1] - immediate cost of performing action a at
state s.

5. Cπ(s) = Ea∼π[C (s, a)] - expected immediate cost π in s

6. J(π) =
∑T

t=1 Es∼d t
π

[Cπ(s)] = TEs∼dπ [Cπ(s)] - total cost of
executing π for T steps

7. `(s, π) - observed surrogate loss of π with respect to π∗

goal:
π̂ = argmin

π∈Π
Es∼dπ [`(s, π)]



Imitation learning and Structured prediction with DAgger

Vanilla supervised approach:

1. Collect states encountered by expert dπ∗

2. Extract features for each state, along with expert decision

3. Fit supervised model to get policy

π̂sup = argmin
π∈Π

Es∼dπ∗ [`(s, π)]

Assuming `(s, π) is 0− 1 loss (or upper bound on the 0− 1 loss),
the following performance guarantees obtained, with respect to any
cost function C, bounded in [0, 1]

Theorem 1 (Ross and Bagnel, 2010):
Let Es∼dπ∗ [l(s, π)] = ε, then J(π) ≤ J(π∗) + T 2ε.



Imitation learning and Structured prediction with DAgger

Dataset Aggregation algorithm:

Initialize D ← ∅
Initialise π̂i to any policy in Π

for i = 1 to N do
Let πi = βiπ

∗ + (1− βi )π̂i
Sample T step trajectories using πi
Get dataset Di = {(s, π∗(s))} of visited states by πi
and actions given by expert
Aggregate datasets: D ← D

⋃
Di

Train classifier π̂i+1 on D
end for

Return best π̂i on validation

requirement: βN = 1
N

∑N
i βi → 0 as N → 0



Imitation learning and Structured prediction with DAgger

Performance guaranties for the algorithm:

π1..N - sequence of policies
Assume l is strongly convex and bounded over Π
Let βi ≤ (1− α)i−1 for all i, for some constant α independent of T
Let ε = minπ∈Π

1
N

∑N
i=1 Es∼dπi [`(s, π)] - true loss of best policy

Number of trajectories is infinite for each iteration

Then best policy π in sequence π1..N guarantees:

J(π) ≤ T (εN + γN) + O(
T

N
)

for strongly convex loss and (N = TlogT ):

J(π) ≤ T (εN) + O(1)



Imitation learning and Structured prediction with DAgger

Figure: Average travelled distance as a function of data



Imitation learning and Structured prediction with DAgger

I Simple iterative meta algorithm

I Notion of states space exploration for states which learned
policy may encounter on test set

I Good bound on error growth with time

I Can be applied to structured prediction problems



Structured prediction with Learning to Search

Core definitions:

Structured prediction problem D - cost sensitive classification
problem where Y has structure and y ∈ Y decompose into variable
length vectors (y1, y2, ..., yT ). D is a distribution over inputs x ∈ X
and cost vectors c , where |c| is a variable in 2T .

Goal - find h : X→ Y, which minimizes loss:

L(D, h) = E(x ,c)∼D [ch(x)]

Assumption: y ∈ Y can be produced, by predicting each
component (y1, y2, ..., yT ) in turn



Structured prediction with Learning to Search

Core definitions:

Search space - space of all possible vectors y ∈ Y, which is
explored in an iterative fashion. Example: part of speech of each
individual word in a sentence.
Cost sensitive learning algorithm - multi class cost sensitive
classifier. Can be reduced to binary classification (Beygelzimer et
al. 2005)
Known loss function - must be computable for any sequence of
predictions
Good initial policy - should achieve low loss on training data.



Structured prediction with Learning to Search / Searn

The idea of L2S:

I At each iteration it uses known policy to create new cost
sensitive classification examples

I These are used to fit new classifier, which is interpreted as
new policy

I New policy is interpolated with the old policy and the process
repeats



Structured prediction with Learning to Search / Searn
Algorithm (SSP , π,A):
Initialize h← π
while h has dependence on π do:

initialize the set of cost-sensitive examples S ← ∅
for (x , y) ∈ SSP do:

Compute predictions under current policy ŷ ∼ x , h
for t = 1...Tx do

Compute features Φ = Φ(st) for st = (x , y1, ..., yt)
Initialise a cost vector c=<>
for each possible action a do:

Let cost la for example x,c at state s be lh(c , a, a)
end for
add cost sensitive example (Φ, l) to S

end for
end for

Fit classifier on S: h← A(S)
Interpolate h← βh‘ + (1− β)h

end while
return h, without π

1cm



Structured prediction with Learning to Search / Searn

Obtaining cost sensitive examples:
Current policy is running on each training example. For each state
one cost sensitive example is created. Cost (or regret) for action is
calculated by running policy to the final state and subtracting
minimum loss:

`(c , s, a) = Eŷ∼(s,a,h)cŷ − argmin
a‘

Eŷ∼(s,a‘,h)cŷ

Computing features:
Step is arbitrary, however the performance of classification
algorithm depends on good choice of features. The feature vector
Φ(st) may depend on any aspect of the input x and any past
decision.



Structured prediction with Learning to Search / Searn
Lemma 1 (Policy degradation):
Given a policy h with loss L(D, h), apply a single iteration of Searn
to learn a classifier h with cost-sensitive loss `CSh (h). Create a new
policy hnew by acting according to h with probability β ∈ (0, 1

T )
and otherwise acting according to h at each step. Then, for all D,
with cmax = E(x ,c)∼Dmaxici :

L(D, hnew ) ≤ L(D, h) + Tβ`CSh (h) +
1

2
β2T 2cmax

Lemma 2 (Iteration):
For all D, for all learned h, after C

β iterations of Searn beginning
with a policy π with loss L(D, π), and average learned losses, the
loss of the final learned policy h (without the optimal policy
component) is bounded by:

L(D, hlast) ≤ L(D, π) + CT `avg + cmax(
1

2
CT 2β + Texp[−C ])



Structured prediction with Learning to Search / Searn

Theorem 2 (Loss bound):
For all D with cmax = E(x ,c)∼Dmaxycy (with(x , c), for all learned

cost sensitive classifiers h , Searn with β = 1
T 3 and 2T 3lnT

iterations, outputs a learned policy with loss bounded by:

L(D, hlast) ≤ L(D, π) + 2T `avg lnT + (1 + lnT )
cmax

T



Structured prediction with Learning to Search / Searn

Figure: POS Algorithms comparison



Structured prediction with Learning to Search / Searn
Part of speech tagging, VW code example:

Figure: Toy dataset



Structured prediction with Learning to Search / Searn

Part of speech tagging, VW code example:

Figure: POS code using VW

More examples here

http://nbviewer.ipython.org/github/hal3/vowpal_wabbit/blob/master/python/Learning_to_Search.ipynb
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